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Unmanned Aerial Vehicle Acoustic Localization Using 
Multilayer Perceptron
Hansen Liu , Kuangang Fan , Bing He , and Wenshuai Wang

School of Mechanical and Electrical Engineering, Jiangxi University of Science and Technology, Ganzhou, 
China

ABSTRACT
Unmanned Aerial Vehicles (UAVs), in recent years, are develop-
ing rapidly. However, when fly into private residences or public 
areas without authorizations, UAVs pose latent threats to perso-
nal privacy and public security. UAVs localization is a significant 
part of an anti-UAV system. In this paper, a remolded acoustic 
energy decay model preserved relative in acoustic energy 
attenuation inverse of distance square is used to generate 
training data. Multilayer perceptron(MLP) is the model to train 
these data and predicts accurate relative 3D space coordinates. 
Four different UAV flight trajectories are simulated. We also test 
robustness against noise with different levels. Simulation experi-
ment results show that the deviation is less than 1.48 m in 
specific distances and noise levels, even with higher noise levels 
the deviation can still be accepted. The problem of limited 
detection range is overcome by the use of wireless sensor net-
works (WSNs) with more sensors. Long and short-term memory 
(LSTM) is investigated, but it doesn’t outperform MLP in accu-
racy and processing time.

Introduction

Unmanned Aerial Vehicle(UAV), a kind of small and remotely controlled 
aircraft, has been widely used in the agriculture, transportation and photo-
graphy industry and is favored by the majority of aerial photographers. The 
number of users of UAV will continue to increase over upcoming years 
because the cost and the technical threshold of manufacturing UAV is redu-
cing (Sedjelmaci, Senouci, and Ansari 2017).

Nonetheless, danger also comes with it. In 2018, a weaponized UAV 
attacked the Venezuelan president. This incident has aroused widespread 
public awareness about UAV’s latent danger. With the growing concerns 
regarding the safety issues of UAV, the anti-UAV system needs to be deployed 
significantly in protected space. An anti-UAV system has the ability to detect 
UAV once it flies into protected area and estimate its location for UAV defense 
(Shi et al. 2018).

CONTACT Kuangang Fan kuangangfriend@163.com School of Mechanical and Electrical Engineering, 
Jiangxi University of Science and Technology, Hongqi Street No.86, Ganzhou, China

APPLIED ARTIFICIAL INTELLIGENCE                    
2021, VOL. 35, NO. 7, 537–548 
https://doi.org/10.1080/08839514.2021.1922849

© 2021 Taylor & Francis

http://orcid.org/0000-0002-7443-4288
http://orcid.org/0000-0001-9793-2098
http://orcid.org/0000-0002-0084-2596
http://orcid.org/0000-0003-3507-8572
http://www.tandfonline.com
https://crossmark.crossref.org/dialog/?doi=10.1080/08839514.2021.1922849&domain=pdf&date_stamp=2021-05-03


UAV localization is a significant part of an anti-UAV system. There are 
many mature solutions for UAV detection. Such as video processing which 
uses convolutional neural network(CNN) to identify whether a UAV has 
break into the protected space (Rozantsev et al. 2016), but it cannot obtain 
the exact location of that UAV. Juhyun Kim et al. developed a UAV sound 
detection system which has performed FFT on sound data and then used 
Plotted Image Machine Learning and K Nearest Neighbors to analysis FFT 
graph (Kim et al. 2017), but this system can’t locate the UAV. The approach of 
choice for localization can be divided into three categories by measuring three 
types of physical variables: direction of arrival (DOA), time delay of arrival-
(TDOA) and signal strength or power of sensor received (Sheng and Hu 2007). 
The DOA techniques can be obtained by measuring the phase difference at 
different receiving sensors in the same time (Jensen et al. 2016). The TDOA 
can be estimated by time delay among different sensors (Lei, Cao, and Wei 
2016). DOA-based methods are applicable for narrow-band signals. TDOA 
can be used for broadband source. Both DOA and TDOA requires high 
precision hardware in order to get the accuracy time point when the sensors 
receive the signal. The accuracy time is hard to define because the UAV as our 
target should be detected and recognized first. But, the length of time for 
processing detection and recognition is not constant, so the time point is blur. 
That will result in the predicted location getting large deviation for ground 
truth. Radar based on the micro-Doppler can achieve high detection and 
positioning accuracy, but it needs expensive devices to implement and might 
be not appropriate in crowded urban areas due to its high electromagnetic 
energy (Farlik et al. 2017).

Deep learning methods are being widely used in the solution of engineering 
problems. Multilayer perceptron(MLP) can learn the mapping from input to 
output through forward and back propagation. MLP is applied to the classi-
fication and prediction of various engineering problems, and has achieved 
remarkable performance. For example, Satar Mahdevari used MLP to predict 
the stability of gate roadways in longwall mining (Mahdevari et al. 2017), 
Abdi-Khanghah used MLP to predict solubility of N-alkanes in supercritical 
CO2 (Abdi-Khanghah et al. 2018). Long and short-term memory (LSTM), 
which is able to connect previous position information to present task, is 
a popular algorithm. LSTM has better prediction on time series models, such 
as stock price prediction (Yu and Yan 2019). The prediction of the location of 
the drone flight is also a time series.

Hence, in this paper, we present a novel approach to estimate the UAV 
location using MLP based on acoustic energy measured at individual sensors 
in WSNs, which belongs to the third approach. The acoustic signals are 
produced by different components of UAV including propeller blades harmo-
nics, hull vibration and engine noise (Jensen et al. 2016). The audio surveil-
lance systems which use a network of tetrahedron acoustic arrays to receive 
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signal suffer from a limited detection range (Azari et al. 2018; Christnacher 
et al. 2016). Due to that drawback, we introduce wireless sensor networks-
(WSNs) utilized as a strategy to expand the detection range. And LSTM is 
investigated in this task.

The main contributions of this paper are summarized as follows:

● Real-time UAV localization by MLP,
● Prediction relative 3-D space coordinates of UAV,
● Expansion the protected arrange using WSNs with more sensors.

This paper is organized as follows: Section 2 briefly formulates the acoustic 
energy decay model for location in WSNs. We train a simple multilayer 
perceptron to predict the location of UAV. In sSection 3, we introduce our 
simple multilayer perceptron and implementation details. Experiments and 
simulations are provided in sSection 4. Section 5 concludes the paper and 
points out possible feature work.

Acoustic Energy Decay Model

Sensor nodes, sink nodes and mange nodes constitute the WSNs. Sensor nodes 
are deployed in detected range in order to collect signal. When collecting 
signal, sensor nodes send the signal to neighbor nodes, then the neighbor 
nodes transmits up to sink nodes, which is designed to bring the information 
of nearby nodes together, until all information is transmitted to the mange 
node or base station. Mange nodes or base stations are responsible for proces-
sing these information for specific task. In this paper, we use WSNs to monitor 
protected areas.

The model below is widely used for acoustic signals (Chen et al. 2011; Sheng 
and Hu 2003). The acoustic signal received by sensors yi, for i= 1, . . ., N., can 
be expressed as: 

yi ¼
giP

x � sik k
2 þ εi (1) 

Where yi represents the acoustic intensity which i-th sensor get, giis the gain 
factor of the i-th sensor, P denotes the intensity of the source signal measured 
at a location with distance of 1 meter from the source, x is the position of UAV, 
the square is the distance between the i-th sensor and source and εiis modeled 
as a zero-mean additive white Gaussian (AWGN) noise with variance ς2. 

yi ¼ max P 1 � α x � sik k
2� �
þ nεi; 0

� �
(2) 

We consider the effect of acoustical energy attenuation, in the same time, 
omitting the effect of the gain factor of sensors. A variation of the preceding 
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Equation (1) can produce Equation (2). Equation (2) can preserve relation in 
acoustic energy attenuation inverse of distance square and be more computa-
tionally attractive in WSNs due to limited resources for sensing, communica-
tion and computation. αdenotes the attenuation factor which depends on 
pressure and humidity of the measured environment. All the subtracted 
items represent the attenuated sound energy. This equation also preserves 
the AWGN. In practice, the signal strength each sensor obtained must be 
larger than zero, so we add a max function in order to compare the intensity of 
attenuated signal with zero. n denotes the level of noise. In sSection 4, we will 
test robustness against noise with different levels.

As shown in Figure 1, 7 WSNs nodes which are denoted by blue dots 
are distributed in limited spaces with single UAV flight path. We simu-
late UAV flight path with 3-D sin curve. 13 WSNs nodes are also 
simulated in sSection 4. Each node can receive acoustic signal that is 
produced by UAV. The acoustic signal mainly comes from propeller 
blades harmonics. The hull vibration and engine noise of UAV can 
also make noise. The node at the origin is as manage node. The distance 
between UAV and manage node is a relative distance which is used to 
estimate the detection range.

Figure 1. WSNs nodes position distribution and UAV flight path.
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Source Localization: Multilayer Perceptron

We presume that the intensity of flying quadrotor UAV acoustical power can 
be detected by sensors in protected space.

Our MLP network has four dense layers and the number of units in each 
layer is 256, 128, 64, and 3, as shown Figure 2. Each neuron in each layer has 
a similar formula expressed as: 

a½l�j ¼ σð
X

k
w½l�jka½l�k þ b½l�j Þ (3) 

Where ldenotes l-th layer, kdenotes the number of neurons in the upper layer, 
jdenotes the number of neurons in the current layer. wand brepresent weights 
and bais, respectively. σ denotes activation function. arepresents the activation 
value. Relu is the activation function and placed between output of front layer 
and input of next layer. We use Rectified Linear Units(ReLU) as activation 
function. ReLU can increase MLP module nonlinearity without increasing the 
computational complexity. In addition to the fourth layer, other layers have 
activation function. Because the fourth layer is the output layer used to output 
3-D space coordinates, the number of its units has to be three. In mathematics, 
as the number of layer increases, the effect should be better, because the front 
layer is the subspace of the back layer. In simple words, when weights of back 
layer are constant one and biases are constant zero, the results should not be 
worse. But in practice, results are just opposite. More layers may make final 
predictive performance worse and bring about overfitting. For the reason that 
our acoustic energy decay model is not complex, we only use four layers to 
constitute MLP network. Many researchers have proved that more layers 
cannot achieve better performance which requires extend training time and 

Figure 2. Architecture of MLP network.
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leads to overfitting. Our simple network achieves outstanding performance 
instead.

We use deep learning framework Mxnet to construct MLP network. MLP 
network needs to be initialized before performing forward propagation. The 
Xavier is an effective random initialization method and is used in our net-
work. Xavier initialization can increase convergence speed in initial iteration. 
The number of epochs is set to 8 K. We compare L1Loss that is the absolute 
value of the difference between the output and true label with L2Loss that is 
the square of them. The results of L1Loss and L2Loss are approximation. The 
approach of optimization is critical for convergence rate and result. 
Stochastic Gradient Descent (SGD) is a optimization algorithm which is 
widely utilized in Deep Learning (Neyshabur, Salakhutdinov, and Srebro 
2015). The goal of SGD is to minimize the L2Loss value. SGD has 
a hyperparameter which is called learning rate. The learning rate requires 
a suitable value, otherwise the speed of convergence is slow or the optimiza-
tion result cannot reach the global minimum. We use other fancy optimiza-
tion algorithm named Adam (Kingma and Ba 2014). Adam can reduce the 
impact of learning rate on optimization performance. Adam has three 
hyperparameters. We keep two of the hyperparameters as defaults, just as 
the creator of Adam recommend. We only tune the remaining hyperpara-
meter learning rate. The learning rate is set to 3e-4 from 0 to 6 K. From 6 K 
to 8 K, the learning rate reduces to 3e-5. We compare SGD with Adam. 
When we optimize MLP with SGD, the loss has been falling, but the rate of 
decline is very small. Even 8 K epochs have run out, loss value was larger 
than one with 4 K epochs using Adam optimizer. Therefore, we utilize Adam 
as optimizer method in this model.

We use the data generated by remolded acoustic energy decay model as raw 
input data. And we simulate the position of the UAV with several different 
flight trajectories and use three-dimensional coordinates of that position as 
raw label data. Before transferred into MLP network, the raw input data need 
to be preprocessed first. Data preprocessing plays a key supporting role in the 
implementation of this algorithm. Without data preprocessing, the loss func-
tion is hard to converge. With regard to raw label data, an approach used 
frequently is to process the logistic regression labels by logarithm. These 
treatments correspond to: 

xi ¼
x̂i � μ

σ
(4) 

yi ¼ logðŷiÞ (5) 

Where μandσrepresent mean and standard deviation, respectively. x̂i denotes 
the raw inputs date and xi denotes input data, the rest can be deduced by 
analogy. The processed data have an adverse effect on subsequent predictions, 

542 H. LIU ET AL.



that will be discussed in sSection 4. After weighing the merits and drawback, 
we still choose preprocessing raw data before training the model.

LSTM is a variant of the Recurrent Neural Network (RNN) and explicitly 
designed to avoid the long-term dependency problem. LSTM consists of forget 
gate, input gate and output gate. The first step is the forget gate which decides 
what information we are going to throw away. The second step is the input 
layer that decides what new information we are going to store. The last step is 
the output layer which decides what parts of the information we are going to 
output. The units of LSTM in each layer is same as MLP. The output layer is 
also Dense layer with three units. All the optimizer, initialization, learning rate 
and loss function are same as MLP network.

Experiments and Results

In this section we will introduce dataset and hardware we used in our experi-
ments. We used 4 different trajectories to simulate UAV flight path. Three 
common UAV flight modes automatic takeoff and landing, automatic return-
ing and oblique fly are simulated by vertical line, horizontal line and slash line 
respectively. In addition, we also simulate complex flight path with 3-D sin 
curve. In mathematics, sin curves of different frequencies and amplitudes can 
be linearly combined into arbitrary curves. Therefore, if our model can achieve 
high accuracy in 3-D sin curve, validation of our method can be proved. 
Concerning the training of MLP, we use nn.Block of Mxnet to build network. 
The configurations of the computer used in this research, they are: CPU: 
Intel(R) Xeon(R) E5-2640 v4, 2.40 GHz and GPU: Nvidia Tesla P100, 12GB. 
GPU is not very important in this study and almost impossible to speed up 
training. Using only CPU is fine.

We use acoustic energy measured from the individual sensor nodes in the 
coverage field to locate the targets in region as raw input. The 3-D space 
coordinates will be produced after input through MLP as sSection 3. Batch 
normalization doesn’t help due to shallow frame, neither does weight decay 
and dropout. The processing time for each epoch is 0.46s.

We assume that the protected area is a space with a length, width and height 
of 100 m. UAV flies vertically upwards for a distance, when it takes off. And 
when UAV lands, it flies vertically downwards with slower speed. We can 
simulate automatic takeoff and landing with a vertical line that fixes the x, 
y-axis coordinates. In same MLP network, the loss value can be reduced to 
2.48e-4.

When the UAV flies farther, the user wants it to automatically return to the 
starting point safely. He can choose automatic returning, then the UAV will fly 
horizontally in one direction at a fixed altitude. We utilize horizontal line that 
is parallel to soy plane and fixed z-axis coordinates. In same MLP network, the 
loss value can be reduced to 2.75e-4.
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Another common flight path is oblique flight that can make x, y, z axes 
change simultaneously. We use slash line which is x, y, and z axes changing at 
different rates at the same time. In same MLP network, the loss value can be 
reduced to 1.87e-4.

As shown in Figure 3, we use violin-plot to show the distribution of three 
common UAV flight path deviation value. The simulation of automatic takeoff 
and landing has maximum deviation and its average value is close to 8.0. Most 
of its values are distributed between 6.0 and 8.0. The simulation of automati-
cally return has maximum deviation and its average value is slightly larger 
than 6.0. Only a small percentage of values are larger than 8.0, most of values 
are distributed near its average. The violin-plot of oblique flight is slender, and 
its average is approximately equal to 7.0. The means of three common UAV 
flight deviation value correspond to their loss value. Though the difference 
among their loss value are smaller than 0.0001, the prediction of them may be 
larger than 1.0. This large contrast is the numerical stability problem caused by 
the logarithm of the label as described in sSection 3. The cause of this problem 
is the derivative of the exponential function is large, and the output of MLP 
network should do exponential transformation to get real 3-D coordinate.

We focus on the analysis of sin curves. We divide the distance between the 
UAV and the manage node into three stages. The first stage is the distance 
between 10 m and 65 m. The second stage is the distance between 65 m and 
120 m, and the third stage is the distance between 120 m and 170 m. The 

Figure 3. Deviation value of three common UAV flight mode.
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following Table 1 gives a summary of all deviation range of three stages. The 
first row denotes distance between manage node and UAV which is also three 
stages. The first column denotes number of nodes plus levels of noise. We use 
different n in Equation (2) to set levels of noise as described in section 2. The 
value in table is accurate because we exclude mutation values. As we can see, 
the smallest value is 1.48 which means that the deviation can limit to 1.0 in 
the second stage. When the noise level rises to 2.5, the accuracy rate is basically 
not falling. When the noise level rises to 5.0, the deviation of the third stage is 
twice as much as the former one. The strange phenomenon is that the 
minimum deviation arranges shift from the second stage to first stage. When 
the noise level rises to 10.0, the deviation can be restricted below 3.90. But 
when the noise level rises to 25.0, The test results are extremely unstable. 
Sometimes the deviation is below 1.0, but it may rise dramatically to 100.0. 
Nan stands for values greater than 25.0. The fastest flight speed of DJI UAV 
can achieve 20 m/s (products @ www.dji.com n.d.), so when the prediction of 
our MLP network is 25.0 larger than true label. When the distance exceeds 
170 m, the deviation is quite large, and the prediction loses its meaning.

The second stage is generally lower than the first and third stage. At the first 
stage, the distance is insufficient to distinguishing the sound intensity differ-
ence. However, the results in the third stage is susceptible to noise interference 
due to a long distance. The problem of it should be cured, if we distribute more 
nodes to receive sound signal.

For this purpose, we increase the number of nodes to 13 and keep the 
original node position unchanged. Theoretically speaking, the results should 
not be worse than network with 7 nodes. As shown in Table 2. Even in case of 
1.0 noise level, the deviation is generally larger. When the noise level rises to 
5.0, the deviation rapidly expands. In contrary to this trend of increasing 
deviation, when the noise level rises to 10.0, accuracy rate suddenly becomes 

Table 1. Deviation range of prediction coordinate using MLP 
with 7 nodes.

10 ~ 65 65 ~ 120 120 ~ 170

7 + 1.0 1.74 1.48 4.42
7 + 2.5 1.68 2.20 4.74
7 + 5.0 3.52 4.60 11.86
7 + 10.0 7.22 3.90 12.32
7 + 25.0 Nan 18.8 Nan

Table 2. Deviation range of prediction coordinate using MLP 
with 13 nodes.

10 ~ 65 65 ~ 120 120 ~ 170

13 + 1.0 3.78 9.62 14.12
13 + 2.5 9.34 22.9 23.28
13 + 5.0 Nan Nan Nan
13 + 10.0 2.96 3.12 9.42
13 + 25.0 8.94 16.61 18.84

APPLIED ARTIFICIAL INTELLIGENCE 545



normal. The first stage becomes a more accurate prediction range. As respect 
to MLP network with 13 nodes, low-level noise has a big impact on the results. 
The noise of each node accumulates into huge deviation. However, when the 
noise takes a large proportion, MLP network could strip noise from a constant 
sound source of UAV through multiple layers of forward propagation. If the 
number of feature isn’t enough, perhaps MLP network can not recognize main 
signals. And if the level of noise is low, MLP network may take all signals as 
UAV signal without noise interference.

LSTM is investigated in the same sin 3-D data. The loss values with noise 
levels of 1.0, 2.5, 5.0, and 10.0 reduce to 0.0058, 0.0342, 0.0860, and 0.2320, 
respectively. And the processing time for each epoch is 1.95s. The prediction of 
1.0 noise level is larger than 25 m, others are more terrible. In theory, LSTM 
can connect the information in long or short time steps. The position of the 
last time step of the UAV should be related to the next moment. So LSTM 
should do better than MLP. But, the experiment result shows that LSTM does 
not perform as well as shallow MLP network in our task.

Conclusion and Future Work

In this paper, we propose a method localize UAV real-time by MLP based on 
acoustic energy. We remolded the acoustic energy decay model that preserves 
relative in acoustic energy attenuation inverse of distance square and which is 
also more computationally attractive in WSNs. We use this decay model to 
generate four different kinds of curves data that denote four different UAV 
flight trajectories, and use them as training date. The curves are 3-D sin, vertical 
line, horizontal line and slash line and the latter three represent automatic 
takeoff and landing, automatic returning and oblique fly respectively. MLP 
network can predict accurate relative 3D space coordinates after training. Our 
experiments cover the comparisons of positioning accuracy under different 
levels of noise. Based on the results obtained, our method has high localization 
accuracy and better noise-suppression characteristics. This study serves as 
a guidance for UAV localization that plan to defeat intruder UAV. However, 
the assumption is made on the number of objects to be tracked limited to 
a UAV. Our method cannot detect the presence of UAV and is not applicable 
when multiple UAVs appear. In the feature, an end-to-end detection and 
localization of UAV based on recurrent neural network (Jeon et al. 2017), 
which is able to analyze the sound signal to identify UAV, will be explored.
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